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\\\ \ i
>\

e WA

wor

The Terminal Access Control System (TACS) is designed to make efficient .

usage of 25-kHz-wide satellite transponder channels, such as those available

on FLEETSAT, GAPSAT, and LEASAT. It does so by applying time division multiple

PRI

access and automated demand assignment techniques to these channels, allowihg

a significant increase in both data throughput and supportable user porulation,
as compared to the initial, single network per transponder FLEETSAT operating
mode. The Terminal Technology Group of Lincoln Laboratory Division 6 has

built prototypes of all of the TACS around segment eaguipment, as well as
special-purpose test equipment used to demonstrate and cuantify the performance
of TACS. This report describes the implementation details of components of

the TACS VCentral Control Facilitf{ as configured for testing at the Laboratory.
The components described are: the Multiple Access Controller, the Call

PR

Simulator, the System Operator's Console, and the Scenario Generator. All

differences in implementation/configuration between the testing environment

and a full-scale operational environment are noted in the report.
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PREFACE

The Terminal Access Control System is designed to allow efficient usage
of 25-kHz-wide satellite transponder channels, such as those available on
FLEETSAT, GAPSAT and LEASAT. By applying time division multiple access and
real-time (i.e. automatic) demand assignment techniques to these channels,
TACS significantly increases both data throughput and supportable uscr popu-
lation, when compared to the initial, single network per transponder FLEETSAT
operating mode. TACS employs centralized demand assignment control, and
prioritizes all message traffic so that equitabie preemption is possible when

important calls find the system fully occupied.

In order to demonstrate the feasibility and quantify the performancec of

TACS, the Terminal Technology Group of Lincoln Laboratory Division € has

built prototypes of all the equipment comprising the TACS ground segment.
Units were built in sufficient numbers that two fully-cguipped TACS communica-
tions sites could be set up: a remote subscriber station and the Central
Control Facility. The Central Control Facility includes the Call Simulator

(a piece of special test equipment) which creates the appearance that therc
exists a large active population of remote terminals. This simulator allows
testing of TACS demand assignment performance in a full-scale deployment
scenario. Before commencing with this report's description of the implementa-

tion of the Central Control Facility, an overview of the system is provided.

A. System Highlights

The TACS equipment configuration is depicted in Fig. P-1. A remote sta-
tion {("Mobile Platform") installation consists of an existing UHF transceiver
such as the half-duplex WSC-3 and a TACS subscriber unit (TAC) which supports
up to four user 1I/0 devices. The TAC's major functions are to perform syn-
chronization to the system time base, multiplexing/demultiplexing, error con-
trol encoding/decoding and circuit requesting/relinquishment. Although only
two are shown, there might be several hundred remote stations. One active
central control site, with backups for survivability, is required. The cen-

tral control site installatior consists of a bank of TACs and transccivers

——

(preferably full duplex and one per channel being maraged by TACS), many user

devices, and the central demand assignment control minicomputer (MAC) facility,

The Navy has contracted with Motorola Corporation's Government Electronics
Division for development of the "Semiautomatic" UHF DAMA System, which in-
corporates a number of the TACS design features. That system is semi-
automatic in that circuit assignment is done by a human operator rather than
a computer at the Master Control Station. The Semiautomatic DAMA terminal
hardware, however, has been specified such that it can operate in a fully
automated mode; thus the intended upgrading to automatic assignment will
only require the addition of the MCS computer. Semiautomatic DAMA terminal
production is scheduled to start at the beginning of FY 81, with MCS up-
grading anticipated after a few years of deployment. At that point, it is
presumed that most of the TACS capabilities will be placed in operational
usage.

xi
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which includes a System Operator's Console. The MAC maintains a data base
which contains all the relevant information on the configurations and status

of all terminals in the system, as well as the satellite channels. Usina the

information in the data base, together with circuit reauests, ranging signals
and reports, the MAC performs its three main functions: system time base ' 1

management, circuit assignment, and adaptive control of system paramcters.

Although TACS is capable of supporting typical point-to-point communica-
tions with total connectivity, the system is normally confiqured in a way more
applicable to netted military operations. TACS can support data ncets of two
distinct tvpes, designated "all-member" and "point-to-point." An all-member o
net corresponds to the traditional military network, its more important charac-
teristics being that when the net is on the air, all members are expected to
continuously monitor net traffic and to respond if polled by a nct contronller.
All-member nets traditionally have large populations (i.e., tens of members).
The point-to-point net more closely resembles the commercial telephone system,
and as implied by its name, it is designed for two-party calls. TACS allows
multipoint (conference) calls within a point-to-point net. Additional parties

are added one at a time, via a new circuit request for cach additional party.

The TACS central controller synchronizes all subscriber units to time
frames of duration approximately 2 s. The frame is divided uniformly into
nine basic data slots, ecach of which could accommodate an independent 2400-bps
data circuit among terminals with nominal link cquality. Figure P-2 shows the
frame structure, for a channel containing the system control circuits. The T
control burst (generatcd by the MAC) contains a pscudonoise sequence from
which remote subscriber units can derive receiver (i.e., downlink) frame sync
and also includes control messages directed to the remote users. The pair of
ranaging subslots, which are monitored by the MAC, is provided so that remote
units can send short bursts to the MAC, which can use the burst arrival times
to compute transmitter (i.e., uplink) frame sync commands. Finally, the six
request and status report subslots allew the remote users to inform the MAC of !
their current status and immediate needs for communications circuits. Reguest
subslots are continuously available to all terminals, under a shared or random-
access protocol. 1In addition, dedicated usage of the revort subslots, which !
have sufficient capacity to carry both a report and a request, cycles throuagh }

the user community via a round-robin protocol.

TACS is highly automated, requiring very little human operator control
and a minimum of user/svstem interaction. At the central control site the
system operator's presence is required only when it is necessary to add or de-
lete channels from the pool under TACS control. The ecquipment operator of a
remote site is needed only to initially configurc the subscriber unit - ©.g.,
to specify which net is to use which I/0 port. Finally, the uscer interfaces
with the demand assignment features of TACS via a simple device named the

Terminal TInput Controller (TIC), consisting of a keyboard number pad and a one-

e R amTAna NS AN 6 Py ey b ade SeaS MO AR L o ans




line alphanumeric display. The keyboard allows the user to enter call para-
meters, such as message precedence, and to signal for hangup. The display in-
fcrms the user of the status of any pending circuit requests and of any
impending call preemptions. In the background as far as human intcervention is
concerned, the TACs and MAC automatically handle: terminal synchronization,
link status reporting/link adapting, circuit assignment, and system control
circuit configuration (e.g., the number of request slots varies with time as

a function of measured request rate).
B. System Documentation

Quite a volume of preliminary documentation was written during the carly
phases of TACS 1’2’3. This report is one of three constituting the final TACS
documentation package. Of the other two reports, Taylor and B(-rnstoin4
presents the top-level system design and the performance test results. Landon

et al.5 describes implementation details for the subscriber units.

This report provides details of the implementation of the TACS Central
Control Facility. Reader knowledge of TACS concepts and of the higher-level
elements of TACS design is presumed. That material is most readily available

in Reference 4.
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I. INTRODUCTION

A subset of the components of the Terminal Access Control System (TACS)
as implemented at Lincoln Laboratory is known as the “Central Control
Facility." The facility consists of the Multiple Access Controller (MAC),
the Call Simulator, the System Operator's Console, and the "Master" Terminal
Access Controller (Master TAC). Figure 1-1 is a block diagram showing the
configuration of the Central Control Facility. The types of data transfcrred
between the four units are indicated. Fiqure 1-2 is a photograph of the MAC
and the System Operator's Console, Fig. 1-3 depicts the Master TAC, and
Fig. 1-4 depicts the Call Simulator.

This report is organized around a unit-by-unit description of the Central
Control Facility. Sections to follow describe the MAC, the Call Simulator,
and the System Operator's Console. As the implementation details of the Master
TAC unit are similar to those of a "remote" TAC unit, they are presented in
Landon gg_gi.s rather than in this document. An additional section has bcen
included in this document to describe the "Scenario Generator," a uscr-intcer-
active computer program greatly simplifying the construction of TACS operating
environments. A number of appendices and a glossary are also included with the
report. The appendices provide further implementation details, many of which
will assist the reader in understanding the material in the body of the report.
The glossary should assist the reader by clearly defining the many terms and
acronyms that (necessarily) have come to be used in descriptions and discus-

sions of TACS.

It should be noted that the MAC, Call Simulator, System Opecrator's Console,
and Scenario Generator software described in this report has been designed to
work with the nine-slot frame structure described in Appendix A. This frame
structure requires all subscriber units to be equipped with 32 ksps modems.

As the TAC units built at Lincoln Laboratory currently operate at 19.2 ksps, a
five-slot frame structure {also described in Appendix A) has been designed for
system operations with scenarios containing real as well as simulated TACs.
This requires additional, five-slot frame versions of MAC, Call Simulator, and
Scenario Generator software. (A single version of the System Operator's Con-
sole software can accommodate either five- or nine-slot system operations; sce
Section 1IV.) Unless specific reference is made to the five-slot frame
structure, all implementation details presented in this report pertain to the
nine-slot frame. The differences between the five- and nine-slot systems are

enumerated in Appendix D.
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;- I1. MULTIPLE ACCESS CONTROLLER

The Multiple Access Controller (or MAC) is implemented on a minicomputer
and located at the Central Control Facility. Its jobs are to provide remote ter-
minals with uplink time synchronization commands and to control user access to

the satellite transponder channels.

Remote terminals send initial ranging probes (with ambiguity of + 20 ms)

l
'
#
- and range update probes (with ambiguity + 0.5 ms) to the central control site l
via special time slots in one of the satellite transponder channels. A sub- l

scriber unit at the central site measures arrival time of the probes and
» passes that information on to the MAC. The MAC's part in the uplink sync pro-

cess is to calculate the timing offset (At) from nominal, to figure out the

address of the probing terminal, and to send a time slew command to that ter-

minal.

By far the larger task of the MAC is managing usage of the satellite re-
sources. Requests for circuits from remote terminals are received by a sub-
H scriber unit at the central control site and passed to the MAC, which initially
just places them in a queue. Accessing the request queue ir order of message
{ precedence and time of arrival, the MAC considers regquests one by one. Requests
normally receive a response, usually an assignment of capacity but sometimes
a "busy" message, within two time frames. Consideration of a request is a two

stage process. In stage one, the MAC references its extensive data base to

determine the present status of all terminals which are parties to the call.

The critical status items are the individual terminal's link condition and any

ongoing data traffic. Poorest link gquality among the terminals which are
parties to the call determines code and symbol rates, and thus indirectly the
number of slots which are needed to support the call. Ongoing traffic at some

of the terminals may restrict the location (i.e., which slots of the nine per

-

time frame) of the slot(s) used for the call. In stage two, the MAC takes as
input the near-optimum set of slots for the call, and determines if those slots
are available (idle) in any of the transponder channels. The first available
slots found are assigned to the call. If the first iteration of request con-
sideration turns up no available capacity, the MAC reiterates, allowing for
preemption of lower precedence ongoing calls. The end result of the iterative
process is one of two decisions: to assign capacity for the call or to reject

the request. 1In either event, the MAC composes and transmits a responsc

. message, clears the request under consideration from the queue, and proceeds
to try to honor the next queued request, if any. Calls which are assigned
capacity leave the system in one of three ways: preemption by the MAC (rare},

—_—

. expiration of the time requirement (if initially specified in the request),

or upon MAC receipt of a hangup signal from the requesting party.

The MAC applications software, which was not optimized (for either run
time or memory requirements), occupies 13.5K words of 16-bit memory; the pro-
gram itself uses 4.5K words, with tables and buffers using the other 9K words.

{
<




Measurements revealed that in the worst-observed case, the MAC minicomputer
was only actively processing at 0.1 duty cycle, the rest of the time available
for processing being spent .n "wait loops." Thus the mid-1960's technology,
32K word minicomputer was more than adequate for MAC implementation. Future
similar, demand assignment systems could very well use microprocessor-based

central controllers.
A. Interfaces and Data Flow
1. Configuration in a Full-Scale Operational Environment

The MAC may be viewed as the central control node of TACS. It must inter-
face with every subscriber unit in the TACS user community. Communication be-
tween the MAC and remote subscriber units occurs over the satellite links via
specially designated subslots (the control, request/report, and ranging sub-
slots) provided in the Time Division Multiple Access (TDMA frame. Since the
MAC has no direct satellite interface, the transceiver(s) belonging to a
(number of) TAC unit(s) located on the same platform or ground station as the
MAC is (are) used to link the MAC to remotely located subscriber units (see
Fig. P-1). 1In an operational Naval system this Central Control Facility would
probably be located at Communications Area Master Station (CAMS) or a COMMSTA.
An array of up to nine TAC units and associated transceivers, ideally though
not necessarily one for each satellite channel under TACS control, would be
located at the Central Control Facility. Data are passed between the MAC and
the transceiver (array) via a hard-wired interface. The MAC must also interface
with the system operator. This is accomplished by another hard-wired link to
the System Operator's Console. Thus, every system management data transfer in
TACS is routed through the MAC. Note that the MAC has no interface with the
data being passed between the TACS end users via assigned circuits; the MAC
plays no role in circuit management other than circuit assignment and ter-

mination.
2. Configuration in the Lincoln Laboratory TACS Central Control Facility

The Lincoln Laboratory TACS test configuration (as contrasted to an opera-
tional TACS configuration) contains only two subscriber units. One of these is
designated as the Master TAC: It accesses satellite subslots, allowing (control
burst, request, status report, and ranging burst) data transfer betwecen the MAC
and the remotely located subscriber unit (the "remote" TAC). System managcment
data generated locally by users at the Master TAC are sent directly to the MAC,
along with the system management data received from the remote TAC. The Master
TAC also provides the MAC with a time base for real-time operations by sending
an interrupt pulse to the MAC at the start of every time frame.

Another component of the TACS test configuration is the Call Simulator, a
minicomputer-based simulation of a large community of TACS subscriber units.
The Call Simulator interfaces with the MAC in the same fashion as the Master
TAC: The system management data passed between the MAC and Call Simulator are




virtuall, idential to the data which would be passed (in a full-scale system)
between the MAC and the TAC units at the central control site in order to ser-
vice a large TACS user community. This arrangement requires MAC management of
an interface (the Call Simulator interface)} that wouldn't exist in a full-scale
operational system. It also requires that the MAC merge the system management
data from the real and simulated TAC units. These disadvantages are far out-
weighed by the power and flexibility in all phases of MAC verification and
testing that are obtained through the use of the Call Simulator.

Yet another Lincoln Laboratory TACS component communicating directly with
the MAC is the System Operator's Console. This unit, the Master TAC, the Call
Simulator, and the MAC itself, comprise the Lincoln Laboratory TACS Central
Control Facility. The block diagram of the Central Control Facility (Fig. 1-1}
graphically depicts the MAC's role as the controlling node of the facility, and,
therefore, of the entire TAC system. The diagram indicates the type of data
passed between the MAC and each of the three units with which it must inter-

face.
3. System Management Data Flow

Every frame, the MAC accepts system management data from each of the other
three Central Control Facility units. Tt then merges and processes the data,
making the appropriate changes in its data base. Finally, system managcment
data are sent out to each of the units reflecting the results of the MAC's
processing. All of this must occur within an amount of time equivalent to
onc time frame's duration (approximately 2s). The time base for these real-
time operations is provided by the Master TAC's start of frame (SOF) interrupt
pulse.

The input from both the Master TAC and the Call Simulator consists pri-
marily of requests and status reports. The requests contain parameters, sup-
plied by the eond users located at the subscriber units' I/0 ports, that are
required by the MAC's circuit assignment algorithm. Status reports contain
information on the current communications activity, satellite range, and link
quality of the subscriber unit making the report. 1In addition to request and
status report input, ranging bursts are sent to the MAC (via the Master TAC)
by the Remote TAC when it first enters the system. The input from the System
Operator's Console consists of commands, generated by the system operator, all

of which alter the current TACS communication configuration.

The output system management data sent to both the Master TAC and the Call
Simulator (i.e., the control burst data) consist of both call (request) re-
sponses such as circuit assignments and "busy signals,” and system control in-
formation such as preemptions of circuits and satcllite range updates. The
System Operator's Console reccives data, derived from the MAC's data bhase,
indicating overall system activity. This information is used to generate

various displays of current system status.
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Two particular aspects of TACS design heavily impact the I/0 and processing
functions of the MAC. The first is the finite amount of system management data
capacity in the TACS TDMA frame. Reasonable system response time and stability
require that the MAC make use of as much of this capacity as possible. Therefore,
not only must the MAC perform 1/0 operations with all Central Control Facility
units in every frame, but it must process as much of the input data as possible,
in an ordered fashion, until it has either exhausted the output data capacity
{(control burst capacity) or the processing time allotted for the frame. The
second design aspect is the requirement that the MAC's data base always truly
reflect the on-going communications activity in the (real and/or simulated)

TACS user community. This implies that (1) status reports from subscriber
units must be processed as quickly as possible, and (2) the MAC must not make
any changes in its data base that aren't immediately forwarded to the user com-
munity in the control burst. These issues will be discussed in greater detail

in subsequent sections.
B. Hardware Operating Environment

Figure 2-1 is a diagram of the hardware implementation of the MAC and its
interfaces with the other Central Control Facility units. The various items
shown are divided into four categories: (1) computer (hosting the MAC), (2)
TACS interfaces, (3) other Central Control Facility units, and (4) operating

system peripherals. Each category is discussed below.
1. Computer

The MAC has been implemented on a Varian 620/L-100 minicomputer containing
32K 16-bit words of core memory with a 950-ns cycle time. Front-pancl sensc
switches are available to control program flow. The following CPU options are
required to run the MAC program: extended addressing, hardware multiply/divide,
and interrupt. A Varian Real-Time Clock (RTC) module is also required by the
MAC program to control its internal real-time events. The real-time clock must

be set to operate at 1 kHz.

2. TACS Interfaces

The MAC exchanges data with the other TACS Central Control Facility units
via three Varian "Universal Asynchronous Serial Controller" (UASC) cards. The
cards implement an RS-232 standard interface. All controllers are set to operatc
at a data rate of 9600 baud. These serial ports are used by the MAC in a direct
memory access (DMA) mode, requiring three "Buffer Interlace Controller" (BIC)

cards, one to be associated with each UASC card.

One further TACS interface is reguired: an interface to the start of frame
(SOF) interrupt pulse forwarded to the MAC by the Master TAC. This is provided
by a Varian "Priority Interrupt Module" (PIM) card. The start of frame interrupt
supplied via the PIM is the principal time basec for the MAC's real-time oper-

ations. The Real-Time Clock module is used to derive internal MAC real-time
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events based on this SOF interrupt. This relationship is illustrated in Fig.
The figure also indicates the receipt of the SOF interrupt pulse by the Call
Simulator, after a stage of inversion. The inversion is required due to the
opposing pulse-edge triggering requirements of the PIM in the Varian and the

Call Simulator's interrupt interface.
3. Other Central Control Facility Units

The Call Simulator has been implemented on a Digital Fquipment Corporation
(DEC) PDP-11/03 minicomputer. The PDP-11/03 contains a programmable real-time
clock and an external interrupt interface. I/0 from/to the MAC is handled
via DEC programmed I/O rather than direct memory access. Secction ITI contains

further Call Simulator implementation details.

The Master TAC consists of two parts: (1) the "Fast Processor," imple-
mented on an Advanced Micro Devices (AMD) 2901 wmicroprocessor, and (2) the
"Demand Access Controller"” (DAC), implemented on an Intel 8080 microprocessor.
The DAC is the part of the Master TAC communicating with the MAC. DAC 1/0
from/to the MAC is handled via direct memory access. The DAC does not have a
programmable real-time clock. The Fast Processor generates the SOF interrupt
pulse, which is passed to the DAC as well as to the MAC and Call Simulator.

. - : 5
For Master TAC implementation details, see Landon et al. .

The System Operator's Console is an Intelligent Systems Corporation (ISC)
Intecolor 8051 intelligent color graphics terminal. Communication with the
MAC is done at the console via programmed I/0O. The Operator's Console does not
have an interrupt module or a programmable real-time clock, and therefore
requires a special real-time software interface with the MAC. The éystom

Operator's Console is described in further detail in Section 1IV.
4. Operating System Peripherals

A number of the items shown in Fig. 2-1 as being interfaced to the varian
minicomputer are not integral parts of the TACS Central Control Facility. The
Tektronix 4006-1 graphics terminal, the National Cash Register (NCR) C-260~200
terminal, the two Pertec 6860 tape drives, and all associated controllers are
used by the operating system resident in the Varian. This operating system,
described in the next section, provided the software environment necessary to
develop and test the MAC. Although a few MAC routines do directly address the
operating system peripherals, such use is only for initialization, verification,

and testing of the MAC's operation in TACS.
C. Software Operating Environment

The MAC was developed and tested under the control of a magnetic tape
operating system developed at Lincoln Laboratory. This operating system, known
as the "Sanguine Simulation Facility" For "Debug," allows transfer of programs
and data between Varian memory and magnetic tape, examination/modification of

register or memory contents, setting of program break points, ctc. All other
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necessary program development tools (editor, assembler, tape file manipulation

programs, etc.) are available under the control of the operating system.

All MAC code was written in Varian assembly language. The assembler that
was used was originally supplied by Varian, but was modified extensively at
Lincoln Laboratory. The high-speed line printers at the Lincoln Laboratory
IBM 370/168 facility were used to generate program listings.

Documentation of all MAC support software is available.® Appendix F con-
tains a map showing the organization of the MAC software and the Debug operating

system software in the Varian minicomputer's memory.
D. Real-time Structure
1. Considerations Influencing Real-time Structure Design

I/0 considerations have necessarily had a great effect on the design of
the MAC's real-time structure. The three RS-232 standard serial interfaces
connecting the Varian to the other Central Control Facility units must be
serviced bi-directionally during every frame. Servicing these serial ports
via direct memory access (DMA) I/0O provides a number of advantages over
programmed I/0 operations: (1) DMA allows for more efficient use of Varian CPU
time, requiring only a trivial number of machine instructions to initiate I/0
operations. (2) The servicing of a number of simultaneously operating asyn-
chronous interfaces is automatically handled by the DMA controllers, simpli-
fying the required I/0-handling code. The controllers transfer data to computer
memory only when and if such data have been received. This feature allows the
MAC to service only those interfaces that are active, i.e., the MAC will operate
whether or not all of the other Central Control Facility units are connected
to it.

The quantity and type of data passing through each MAC interface in a frame
have been defined, for the most part, by system-level design parameters. For
a detailed description of these data, see Appendix C: "System Management Data
Formats." The minimum amount of time (per frame) that each interface transfers
data is therefore fixed, given the data rate (9600 baud) and the Varian hard-
ware limitation of doing DMA I/0 in only one direction at a time for a port.
A number of factors have influenced the locations in the frame (relative to
the SOF interrupt) at which these transfers occur. One such factor is the capa-
bilities of the other Central Control Facility units. For example, the Demand
Access Controller section of the Master TAC does not have a programmable real-
time clock, and therefore passes request, status report, and ranging data to
the MAC immediately after receiving the SOF interrupt pulse. As another ex-
ample, the System Operator's Console, having neither a clock nor an interrupt
capability, uses the data received from the MAC to determine time, sending data
to the MAC immediately after transfer of the system status data stream is com-
pleted. Another factor, clearly, is the relationship of the data transfers

to the MAC's processing tasks. This relationship can be very complex, given

L
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the Varian's ability (via DMA) to perform processing tasks while I/0 is in
proyress, and the need for the MAC to maintain as high a level of throughput
as the TACS TDMA frame structure allows.

The real-time structure of the MAC has also been influenced by the need
for a fairly straightforward means of verifying and testing MAC software. Since
detailed examination of the MAC's status cannot occur in the TACS real-time
environment, the ability to start and stop the MAC has been incorporated into
the real-time structure. By the use of a Varian front-panel sense switch, MAC
real-time operations are halted and the Debug operating system environment is
entered. The entire TAC systewmt is in a consistent state when the MAC is halted:
the MAC, Master and Remote TACs, Call Simulator, and System Operator's Console
all are in agreement as to current system communications activity. The contents
of 1/0 buffers, data bases, etc., can be easily examined at this point. Real-

time operations can then be continued without re-initialization of the run.
2. Description of Real-time Structure

Figure 2-2 is a combined flowchart and timing diagram for the MAC's real-
time structure. The axis running across the center of the figure represents
a single 2.027-s TACS TDMA frame. The numbers above the axis represent the
time (in seconds relative to the start of frame) of events occurring during the
frame. These events, designated by RS@, R, R1l, RS2, etc., are flowcharted
helow their positions on the frame time axis. Each event is connected to the
next event by the occurrence of a real-time clock (RTC) or start of frame (SOF)
interrupt, as indicated by the dashed lines. RINT designates the code segment

that sets up real-time operations; hence RINT does not occur at any special

time in the frame. Note that the designations RINT, RS@, Rf, etc., ar=> iden-
tical to the labels on the sections of the MAC's real-time control sofuware
handling the corresponding events. The time intervals during which the input é
and output from each Central Control Facility unit are expected to occur are

indicated above the axis. Note that these time intervals are generally much
shorter than the time intervals during which the interfaces are enabled. This

provides extra time margin that may be required if input from any of the units

arrives at the MAC slightly delayed. Also indicated above the axis is the time
E interval in the frame that is allotted for "MAC processing tasks," that is, for
all MAC operations other than I/0. The initiation of the MAC processing tasks
is also shown in the flowcharts for events RS2 and R2. ¢

It can be seen from the diagram that the MAC's time base originates with
the SOF interrupt, which is used to reset the real-time clock at the start of
every frame. The RTC interrupt provides the timing for events within the frame.
1 Hence, one of these two interrupts is enabled at every point in the frame. Tt *
is also of note that the I/O and processing tasks do not overlap, which is to
say that the varian's DMA I/0 capability discussed in the preceding section
is not being fully exploited. Testing has shown that the processing time re-

quired by the MAC is generally much smaller than (and is typically - 10% of)
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the time remaining in a frame after all I/0 timg has becn accounted for. This

et

eliminates the need for a processing-1/0 overlap in the real-time structure,

which would necessarily be far more complex than the current scheme. The MAC
is now programmed to keep track of the maximum amount of single-frame proces-
sing time required during a run. Should the processing time provided for the ,
MAC ever prove insufficient (which is not expected to occur), this fact will ,‘

be recognized at event R3 and the run will be terminated.

A brief description will now be given of the sequence of real-time events.
When the SOF interrupt occurs during a run, control is transferred to event R@. %’
(Event RS@ occurs only at the first SOF interrupt after RINT, that is, when EA
real-time mode is being entered.) At this time the BIC (the Varian DMA con- p
troller) is directed to transmit system status data to the System Operator's

]
!
Console. The data are contained in a buffer set up during the MAC processing [
tasks in the previous frame. Input data from the Master TAC and the Call Simu- !

lator are expected immediately after SOF; hence the BICs have been prepared for

3

input from these units during the previous frame (at R4). At Rl (0.700s after

SOF), all input from the Master TAC and the Call Simulator should be complete,
and the appropriate interfaces are disabled. A loop is now entered to sense
completion of the transfer of data to the System Operator's Console. When com-
pletion is sensed, the BIC is directed to accept (system operator command) input

from the console.

When the MAC was in the demand assignment performance testing phase,
requiring long (overnight) runs, a problem developed in the MAC / Call Simulator
serial interface that intermittently prevented the simulator from properly
receiving MAC output. Replacement of the I/0 controller cards used for the
interface failed to correct the problem. Since the exact nature of the problem
remained unclear, and further MAC performance testing was necessary, an 1
"automatic repeat request" (ARQ) scheme was developed. This scheme is implemented
at event R2 (SOF + 0.900 s) immediately after the System Operator's Console .
input is disabled. If the Call Simulator had not correctly received the

previous frame's MAC (control burst) output, a special code is sent in the
following simulator-to-MAC data stream. If this code is detected at R2, the MAC
logs the occurrence of the output error and clears the Master TAC and Call
Simulator input buffers of the data just received. The run is terminated with
an error message on the fifth consecutive error; otherwise, MAC processing is
suspended for a frame, allowing the previous frame's output to be retransmitted

to the Call Simulator upon the occurrence of event R3. :

If no indication of a Call Simulator output error is found at R2, a Varian
front-panel sense switch is tested for the occurrence of a run halt., If the
run is to be halted, the RTC interrupt is disabled and the Debug operating

system environment is entered, allowing inspection of the MAC's data basec and

1/0 buffers. When a run has been halted, the MAC's input buffers contain the v
data, just received from the three other Central Control Facility units, that

S e e AT ¥ IV W MO SN oy O 1



will be processed upon resumption of real-time operations (via RINT). The out-

put buffers contain the data just sent to the units. All TACS units reflect
the results (circuit assignments, preemptions, satellite ranges updates, ctc.)
of the last frame of MAC processing before the run halt, i.c¢., the centire sys-

tem 1s in a consistent state.

1f no run halt occurs at R2, MAC processing begins. Note again that no
1/0 occurs during this time. The data in the input buffers are merged and
processed, the results are reflected in the output buffers and the MAC's data
base, and the input buffers are cleared. MAC processing will be discussed in

greater detail in sections to follow.

At SOF + 1.850 s event R3 occurs. If the MAC has not completed
its processing tasks, the run is terminated with an error message. Otherwisc,
the output of (control burst) data to the Call Simuiator and Master TAC is
enabled. At R4 (SOF + 1.925 s) the Call Simulator and Master TAC interfaces
are enabled for the input expected at the next SOF interrupt. A tape dump will
occur at this point if a front-panel sense switch is enabled and the MAC's
frame count is at a multiple of 1000. The data sent to tape, accumulated during
the MAC's processing tasks, may be used to study the time behavior of the MAC's

per formance.

Examination of the TACS TDMA frame structurc and the real-time and pro-
cessing interactions of the major TACS units indicates system delays in the
establishment and termination of circuits. Appendix B contains an example of
the timing aspects of such an assignment and termination for a circuit of three

frames duration.
E. Processing Structure
1. Considerations Influencing Processing Structure Design

The processing tasks of the MAC were organized with two TACS frame structure
limitations in mind: ‘1) the limited amount of control burst capacity per
frame, and (2) the limited amount of time that could be allotted for processing
per frame. (Note that the latter has not, in retrospect, proven to be a
constraining factor; see Section II.D.) The implication of these limitations
is that the processing tasks must be ordered such that those with highest prior-

ity have first access to the MAC's time and control burst resources.

MAC processing tasks that are necessary to maintain system stability and
consistency are of highest priority and are performed first. These include
such tasks as using the subscriber units' status reports to update the MAC data
base (to more accurately reflect subscriber communications activity and link
quality), putting all new user requests into a queue for later servicing, and
issuing satellite range corrections to subscriber units. The next level of
priority is given to the system operator's commands, all of which alter the

system's communications configuration. Finally, the MAC scrvices the user
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requests that are waiting in queuc, altering its data base as it dous so.
The MAC continues at this task until cither all requests have boeen serviced,
processing time for the frame has expired, or all of the control burst capacity

for the frame has been used up.

In some cases, the ordering of tasks has been duc to their logical rela-
tionship, or due to the MAC's software structure, rather than priorities. TFor
example, the routine that issembles the MAC's control burst output buffer is not
run until all of the MAC's data base changes for the frame arce complete, i.co.,
until the MAC has completed processing requests for a frame. Although this
routine is of high priority (the MAC must outpiat control burst data every framo)
the requirement that the MAC reflect all of its data base changes in the control
burst results in this routine being run as one of the final MAC processing

tasks.
2. Description of Processing Structure

Figure 2-3 illustrates the sequence of the processina tasks that are
performed by the MAC during every frame (at real-time ecvent R2 or RS2; sco
Fig. 2-2). Each box represents a subroutine that is called by the MAC's main
program. The labels next to cach box correspond to the subroutine names.
Figure 2-4 indicates, in tabular form, which scgments of the MAC provide the
primary input(s) and output(s) for each of the processing routines. These
segments are divided into four categories: the MAC's input buffers, output
buffers, temporary buffers, and data basc. Note that the "MAC performance
data", accumulated for the purpose of MAC performance cvaluation, would not
be part of an operational MAC. A dectailed description of the contents of the
input and output buffers can be found in Appendix C, "System Management Data
Formats.” Appendix E, "Multiple Access Controller Data Base," contains de~
tail on the five major elements of the MAC's data base. The MAC has two
"temporary" buffers: one holding newly arrived requests awaiting placement
in the request queue, and one holding control burst messages awaiting placement

in the next control burst.

The remaind-r of this section presents a brief functional description of
each of the processing routines. The two most complex routines, the input and
assignment algorithms (IALG and AALG), are described in greater (although not
ultimate) detail in Sections II.F and 1I.G, respectively. An understanding of
the functioning of the MAC's processing routines can be enhanced by reference
to Appendices ¢ and E.

The first task performed by the MAC cach frame is the deletion from its
data base of all circuit assignments whose time estimates have expired. (The
time estimates may be supplied by end users when requesting circuits.) This is
accomplished via RDUR. RDUR secarches the MAC's assignment list for expiring
assignments. All records of such assignments are removed from the MAC's data

base, returning the previously assigned slots to the demand assignment pool.,
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No control burst data are generated by RDUR, since all subscriber units are
designed to independently terminate assignments when their specified durations

have passed.

IALG is the input handling algorithm: It (1) uses the data input from
the real TAC units and the Call Simulator to simulate any contention that may
have occurred in the use of the random access request/report or ranging sub-
slots provided in the TDMA frame, (2) does all of the required processing on
the status report and ranging burst data that did not contend, and (3) moves

all non-contending requests into a temporary buffer to await queueing.

Contention for the use of the ranging and request/report subslots must be
simulated in the MAC, as the latter is the only link between the real and
simulated TAC units. All ranging, request, and status report data sent to the
MAC are tagged with an indication of the subslot used. TALG is designed to
totally jgnorethe data associated with any subslot accessed by two or more TAC

units.

The processing of ranging burst data involves altering the MAC data base
(specifically the TAC list) to place the ranging subscriber unit in an "on"
status. An initial range correction message is placed in the temporary buffer
for the next control burst to inform the subscriber unit of its "on" status and
of its uplink timing correction to account for satellite range. All satellite
range corrections are based on the times of arrival, measured at the Master TAC,
of ranging bursts or status reports received in the appropriate subslots provided
in the TDMA frame.

TIALG processing of a status report involves a number of steps. The MAC's
(TAC list) record of the subscriber unit's link quality is updated according to
estimates supplied in the status report, and a satellite range update message is
assembled for the next control burst. Finally, TALG is designed to delete all
circuit assignments from the MAC data base that are indicated in the status
report as no longer being active. When this is done, a preemption message is
placed in the temporary buffer for the next control burst to ensure that all

parties to the terminated circuit cease communication.

OALG is the software package maintaining the MAC's queue of circuit requests.
The position of requests in the queue determines the order in which they will
be serviced by the MAC assignment algorithm (AALG, described below). At any
point in time, the requests in queue are ordered primarily by their precedence
(every request, and hence every circuit assignment, is tagged with onc of five
levels of precedence by the end user) and secondarily by their frames of arrival
at the MAC. During conditions of heavy request rates, the limitation on cach
frame's control burst capacity can cause requests to be held over in queuc for
multiple frames. Every frame, QALG recognizes which requests still remain in
queue and merges these with the newly arrived requests that have hcen placed
in a temporary buffer by IALG.
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1SCQ performs the function of assembling the MAC request queue status in-
formation required by the System Operator's Console for display. This infor-
mation is formatted and placed in the proper part of the System Operator's

Console output buffer. The request queue itself is unaffected.

System operator commands are now serviced by the MAC via the command
algorithm, CALG. All of these commands affect the MAC data basc. No control
burst data are gencrated for commands such as the addition of a satcllite chan-
nel to the demand assignment poul; TACS subscriber units do not nced to know of
this event. Conversely, the deletion of a channel fro<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>